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Ultimate dream: thinking machine 



Ultimate dream: thinking machine 

http://sebastianraschka.com/
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Activation Functions



Logistic regression units

http://www.andreykurenkov.com/writing/a-brief-history-of-neural-nets-and-deep-learning/
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A bit of history

Frank Rosenblatt, ~1957: Perceptron

The Mark I Perceptron machine was the first 
implementation of the perceptron algorithm. 

The machine was connected to a camera that used 
20×20 cadmium sulfide photocells to produce a 400-pixel 
image. 

recognized 
letters of the alphabet

update rule:
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A bit of history

Widrow and Hoff, ~1960: Adaline/Madaline

Hardware implementations



False Promises

“The Navy revealed the embryo of an electronic computer today that 
it expects will be able to walk, talk, see, write, reproduce itself an be 
conscious of its existence … Dr. Frank Rosenblatt, a research 
psychologist at the Cornell Aeronautical Laboratory, Buffalo, said 
Perceptrons might be fired to the planets as mechanical space 
explorers”                            July 08, 1958

http://query.nytimes.com/gst/abstract.html?res=9D01E4D8173DE53BBC4053DFB1668383649EDE



(Simple) AND/OR problem: linearly separable?



(Simple) XOR problem: linearly separable?



Perceptrons (1969) 
by Marvin Minsky, founder of the MIT AI Lab

• We need to use MLP, multilayer 
perceptrons (multilayer neural nets)

• No one on earth had found a viable 
way to train MLPs good enough to 
learn such simple functions.



“No one on earth had found a viable way to train*”

http://cs231n.github.io/convolutional-networks/
*Marvin Minsky, 1969



Backpropagation 
(1974, 1982 by Paul Werbos, 1986 by Hinton)

https://devblogs.nvidia.com/parallelforall/inference-next-step-gpu-accelerated-deep-learning/ 
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Convolutional Neural Networks

[LeNet-5, LeCun 1980]

“At some point in the late 1990s, one of these systems 
was reading 10 to 20% of all the checks in the US.”
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Hubel & Wiesel, 1959 
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Convolutional Neural Networks

[LeNet-5, LeCun 1980]

“At some point in the late 1990s, one of these systems 
was reading 10 to 20% of all the checks in the US.”



 “Alvinn: An autonomous land vehicle in a neural network”



http://pages.cs.wisc.edu/~jerryzhu/cs540/handouts/neural.pdf



A BIG problem

• Backpropagation just did not work well for normal neural nets with many 
layers

• Other rising machine learning algorithms: SVM, RandomForest, etc.

• 1995 “Comparison of Learning Algorithms For Handwritten Digit 
Recognition” by LeCun et al. found that this new approach worked better

http://neuralnetworksanddeeplearning.com/chap6.html



Next 

To be continued…



CIFAR

• Canadian Institute for Advanced Research (CIFAR)

• CIFAR encourages basic research without direct application, was what 
motivated Hinton to move to Canada in 1987, and funded his work 
afterward.

http://www.andreykurenkov.com/writing/a-brief-history-of-neural-nets-and-deep-learning-part-4/



“Everyone else was doing something different"

• “It was the worst possible time,” says Bengio, a professor at the Université de 
Montréal and co-director of the CIFAR program since it was renewed last 
year. “Everyone else was doing something different. Somehow, Geoff 
convinced them.”

• “We should give (CIFAR) a lot of credit for making that gamble.”

• CIFAR “had a huge impact in forming a community around deep learning,” 
adds LeCun

http://www.andreykurenkov.com/writing/a-brief-history-of-neural-nets-and-deep-learning-part-4/



• In 2006, Hinton, Simon Osindero, and 
Yee-Whye Teh published,“A fast 
learning algorithm for deep belief nets”

• Yoshua Bengio et al. in 2007 with 
“Greedy Layer-Wise Training of Deep 
Networks”



• Neural networks with many layers really could be trained 
well, if the weights are initialized in a clever way rather than 
randomly.

• Deep machine learning methods are more efficient for 
difficult problems than shallow methods. 

• Rebranding to Deep Nets, Deep Learning

Breakthrough 
in 2006 and 2007 by Hinton and Bengio

http://www.andreykurenkov.com/writing/a-brief-history-of-neural-nets-and-deep-learning-part-4/
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 26.2% to 15.3% 





Neural networks that can explain photos

https://gigaom.com/2014/11/18/google-stanford-build-hybrid-neural-networks-that-can-explain-photos/



Deep API Learning*
Figure 2: An Illustration of the RNN Encoder-Decoder Model for API learning

the API Logger.log is widely used in many code snippets.
However, it cannot help understand the key procedures of a
programming task. Such ubiquitous APIs should be “weak-
ened” during sequence generation.

We augment the RNN Encoder-Decoder model to predic-
t API sequences by considering the individual importance
of APIs. We define IDF-based weighting to measure API
importance as follows:

widf (yt) = log(
N

ny
t

) (12)

whereN is the total number of API sequences in the training
set and ny

t

denotes the number of sequences where the API
yt appears in the training set. Using IDF, the API that
occurs ubiquitously has lower weights and the less common
APIs have higher weights.

We use API weights as a penalty term to the cost function
(Equation 10). The new cost function of the RNN Encoder-
Decoder model is:

costit = � log p✓(yit|xi)� �widf (yt) (13)

where � denotes the penalty of IDF weights and is set em-
pirically.

4. DEEPAPI: DEEP LEARNING FOR API
SEQUENCE GENERATION

In this section, we describe DeepAPI, a deep-learning
based method that generates relevant API usage sequences
given an API-related natural language query. DeepAPI
adapts the RNN Encoder-Decoder model for the task of API
learning. Figure 3 shows the overall architecture of DeepA-
PI. It includes an o✏ine training stage and an online trans-
lation stage. In the training stage, we prepare a large-scale
corpus of annotated API sequences (API sequences with cor-
responding natural language annotations). The annotated
API sequences are trained by a deep learning model, i.e., the
RNN Encoder-Decoder based language model as described
in Section 3. Finally, a translation component is designed
to translate an API-related user query into API sequences
by consulting the language model.

In theory our approach could generate APIs written in any
programming languages. In this paper we limit our scope to
the JDK library. The details of our method are explained
in the following sections.

4.1 Gathering a large-scale API sequence to
annotation parallel corpus

Code Corpus

Deep 
Learning

RNN 
Encoder-
Decoder

API-realated
User Query

Suggested API 
sequences

Natural 
Language 

Annotations Training
Instances

API 
sequences

Training

Offline training

Figure 3: The Overall Workflow of DeepAPI

We first create a large-scale database that contains pairs of
API sequences and natural language annotations for training
the RNN Encoder-Decoder model. We collect a large-scale
code corpus from Github4 and Java API documentations5.
From Github, we download Java projects created from 2008
to 2014. To remove toy or experimental programs, we only
select the projects with at least 1 star. In total, we col-
lected 442,928 Java projects from GitHub. We use the last
snapshot of each project. From Java API documentation-
s, we collect sample code for 27,939 API methods. Having
collected the code corpus, we create pairs of API sequences
and annotations as follows:

4.1.1 Extracting API usage sequences

To extract API usage sequences from code corpus, we
parse source code files into ASTs (Abstract Syntax Trees)
using Eclipse’s JDT compiler6. The extraction algorithm s-
tarts from the dependency analysis of a whole project repos-
itory. We traverse all classes, recording field declarations
together with their type bindings. Before extraction, we
replace all object types to their real data types. Then, we
extract API sequence from individual methods by traversing
the AST of the method body:

• For each constructor invocation new C(), we append
the API C-new to the API sequence.

• For each method call o.m() where o is an instance of
a JDK class C, we append the API C-m to the API
sequence.

• For a method call passed as a parameter, we append
the method before the calling method. For example,
o1.m1(o2.m2(),o3.m3()), we produce a sequence: C2-

4http://github.com
5https://docs.oracle.com/javase/7/docs/api/
6http://www.eclipse.org/jdt

Table 2: Queries for the Human Evaluation (RR5: top 5 relevancy ratio, RR10: top 10 relevancy ratio)

query (How to...)
SWIM DeepAPI

Generated API sequence by DeepAPI
FR RR5RR10 FR RR5 RR10

convert int to string 8 0 10 2 40 90 Integer.toString
convert string to int 1 80 80 1 100 100 Integer.parseInt String.toCharArray Character.digit
append strings 3 60 80 1 100 100 StringBuilder.append StringBuilder.toString
get current time 1 80 80 10 10 10 System.currentTimeMillis Timestamp.new
parse datetime from string 9 0 10 1 100 80 SimpleDateFormat.new SimpleDateFormat.parse
test file exists - 0 0 1 100 100 Fine.new File.exists
open a url 1 100 100 1 100 100 URL.new URL.openConnection
open file dialog - 0 0 1 100 80 JFileChooser.new JFileChooser.showOpenDialog JFileChooser.getSelectedFile
get files in folder 2 40 20 3 40 50 File.new File.list File.new File.isDirectory
match regular expressions 1 100 100 1 80 90 Pattern.compile Pattern.matcher Matcher.group
generate md5 hash code 1 60 40 1 100 100 MessageDigest.getInstance MessageDigest.update MessageDigest.digest
generate random number 7 0 10 1 100 70 Random.new Random.nextInt
round a decimal value - 0 0 1 100 100 Math.floor Math.pow Math.round
execute sql statement 2 80 80 1 80 60 Connection.prepareStatement PreparedStatement.execute PreparedStatemen-

t.close
connect to database 7 0 20 1 100 90 Properties.getProperty Class.forName DriverManager.getConnection
create file 10 0 10 3 40 20 File.exists File.createNewFile
copy file 1 100 100 2 20 10 FileInputStream.new FileOutputStream.new FileInputStream.read FileOutput-

Strem.write FileInputStream.close FileOutputStream.close
copy a file and save it to
-your destination path

1 20 50 1 100 100 FileInputStream.new FileOutputStream.new FileInputStream.getChannel File-
OutputStream.getChannel FileChannel.size FileChannel.transferTo FileInput-
Stream.close FileOutputStream.close FileChannel.close FileChannel.close

delete files and folders in a
-directory

1 100 90 1 100 100 File.isDirectory File.list File.new File.delete

reverse a string 3 20 10 2 60 70 StringBu↵er.new StringBu↵er.reverse
create socket - 0 0 1 60 80 ServerSocket.new ServerSocket.bind
rename a file - 0 0 1 100 100 File.renameTo File.delete
download file from url 2 60 80 1 100 80 URL.new URL.openConnection URLConnection.getInputStream Bu↵eredIn-

putStream.new
serialize an object 1 100 100 3 60 70 ObjectOutputStream.new ObjectOutputStream.writeObject ObjectOutput-

Stream.close
read binary file 4 40 70 1 100 80 DataInputStream.new DataInputStream.readInt DataInputStream.close
save an image to a file 1 20 10 1 80 80 File.new ImageIO.write
write an image to a file 1 20 10 1 100 90 File.new ImageIO.write
parse xml 1 100 100 1 80 60 InputSource.new DocumentBuilder.parse
play audio 1 100 100 1 60 80 SourceDataLine.open SourceDataLine.start
play the audio clip at the
-specified absolute URL

1 40 50 1 100 90 Applet.getAudioClip AudioClip.play

(a) Performance of di↵erent dimensions of word embedding

(b) Performance of di↵erent number of hidden unites

Figure 6: BLEU scores of di↵erent parameter settings

ing: an Attention-based RNN Encoder-Decoder proposed
by [5] (Section 3.1) and an enhanced RNN Encoder-Decoder
with a new cost function (Section 3.2) proposed by us. We
now evaluate if the enhanced models improve the accuracy
of DeepAPI constructed using the original RNN Encoder-
Decoder model.

Table 3 shows BLEU scores of the three models. The
attention-based RNN Encoder-Decoder outperforms the ba-
sic RNN Encoder-Decoder model on API learning. The rel-
ative improvement in top 1, 5, and 10 results (in terms
of BLEU score) is 8%, 5% and 4%, respectively. This re-

Table 3: BLEU scores of di↵erent RNN Encoder-Decoder Models
(%)

Encoder-Decoder Model Top1 Top5 Top10
RNN 48.83 60.98 64.27
RNN+Attention 52.49 63.81 66.97
RNN+Attention+New Cost Function 54.42 64.89 67.83

sult confirms the e↵ectiveness of the attention-based RNN
Encoder-Decoder used in our approach.
Table 3 also shows that the enhanced model with new

cost function leads to better results than the attention-based
RNN Encoder-Decoder model. The improvement in the top
1, 5, and 10 results (in terms of BLEU score) is 4%, 2%
and 1%, respectively. Figure 7 shows that performance of
the enhanced model has slight di↵erences under di↵erent
parameter settings, with an optimum � of around 0.035. The
results confirm the usefulness of the proposed cost function
for enhancing the RNN Encoder-Decoder model.

6. DISCUSSION

6.1 Why does DeepAPI work?
A major challenge for API learning is the semantic gap be-

tween code and natural language descriptions. Existing in-
formation retrieval based approaches usually have a bag-of-
word assumption and cannot distinguish high-level seman-
tics between natural language and code elements. We have
identified three advantages of DeepAPI that address this
problem.

• Word embedding and query expansion A sig-
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*GU et al. at HKUST with MSRA
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https://youtu.be/V1eYniJ0Rnk





 Geoffrey Hinton’s summary of findings up to today

• Our labeled datasets were thousands of times too small.

• Our computers were millions of times too slow.

• We initialized the weights in a stupid way.

• We used the wrong type of non-linearity.

http://www.andreykurenkov.com/writing/a-brief-history-of-neural-nets-and-deep-learning-part-4/



Why should I care?

• I am not a researcher, not a computer scientist!

• Do you have data?

• Do you sell something?

• Are doing any business?















Why Now?

• Students/Researchers
- Not too late to be a world expert
- Not too complicated (mathematically)

• Practitioner
- Accurate enough to be used in practice

- many ready-to-use tools such as TensorFlow
- Many easy/simple programming languages such as Python

• After all, it is fun!



Next 

Neural Nets Basic with 

XOR!


