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Predicting exam score: regression

<table>
<thead>
<tr>
<th>x (hours)</th>
<th>y (score)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>90</td>
</tr>
<tr>
<td>9</td>
<td>80</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
</tr>
</tbody>
</table>
Regression (data)

<table>
<thead>
<tr>
<th>x</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
Regression (presentation)

<table>
<thead>
<tr>
<th>x</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
(Linear) Hypothesis

![Graph showing linear hypothesis with data points]

- X-axis: 0 to 3
- Y-axis: 0 to 3
- Data points at (0,1), (1,2), (2,3), (3,3)
(Linear) Hypothesis
(Linear) Hypothesis

\[ H(x) = Wx + b \]
Which hypothesis is better?
Which hypothesis is better?
Cost function

- How fit the line to our (training) data

\[ H(x) - y \]
Cost function

• How fit the line to our (training) data

\[
\text{cost} = \frac{1}{m} \sum_{i=1}^{m} (H(x^{(i)}) - y^{(i)})^2
\]

\[
H(x) = Wx + b
\]
Cost function

\[
\text{cost} = \frac{1}{m} \sum_{i=1}^{m} (H(x^{(i)}) - y^{(i)})^2
\]

\[H(x) = Wx + b\]

\[
\text{cost}(W, b) = \frac{1}{m} \sum_{i=1}^{m} (H(x^{(i)}) - y^{(i)})^2
\]
Goal: Minimize cost

\[
\minimize_{W,b} \text{cost}(W, b)
\]