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GPU

• A graphics processing unit (GPU), also 
occasionally called visual processing 
unit (VPU), is a specialized electronic 
circuit designed to rapidly manipulate 
and alter memory to accelerate the 
creation of images in a frame buffer 
intended for output to a display.



AWS G2 and P2 Instances

GPU Memory 

4G (8G) 
 

4G (32G)



AWS G2 and P2 Instances

http://www.bitfusion.io/2016/11/03/quick-comparison-of-tensorflow-gpu-performance-on-aws-p2-and-g2-instances/



US EAST (N. Virginia) On-Demand Price



US EAST (N. Virginia) Spot Instance Price

VS 0.6
VS 2.8
VS 0.9
VS 7.2



On-Demand VS Spot Instances



Request spot instances and save $



Request spot instances and save $



Request spot instances ready (takes 2~3 min)



Work with screen

• ssh

• screen: open a new screen
- python train.py; ..; echo “Done” | mail -s “Finished” hunkim@gmail.com

- Ctrl-a d (to exit screen)

• screen -r: attach the screen  



But spot instances can be terminated by AWS!



Solution: Spot Instance + EBS Volume

Automatic termination after finishing job! (save $)



Solution: Spot Instance + 
EBS Volume (do not delete on termination)

Automatic termination after finishing job! (save $)



Don’t delete the volume! 



Workflow

• Create a spot instance (from a AMI)
-Do not delete the main disk on termination

• Run TF tasks; sudo shutdown now
- run (in screen) and save results on the volume
- terminate the instance (save $)

• Create a (1) snapshot and (2) AMI from the leftover volume

• Create a new spot using the AMI
- Delete old AMIs



0. Create AMI - TF/Cuda

N. Virginia: ami-eb31c2fd (maybe outdated soon)

https://github.com/ritchieng/tensorflow-aws-ami
http://expressionflow.com/2016/10/09/installing-tensorflow-on-an-aws-ec2-p2-gpu-instance



1.  Request spot instances using AMI



1.  Request spot instances using AMI



1.  Request spot instances: check price



1. Request spot instances: 
Don’t delete the volume! 



1.  Request spot instances: Success



2. Run TF (with screen) and enjoy!

• screen
- Start job: python3 ….py; sudo shutdown now
- python3 main.py --maxLength=80 | tee out.log; sudo shutdown now
- Ctrl-a d (exit the screen, but Job is going)

• Checking progress: screen -r
- Ctrl-a d (exit the screen)

• When the job is done, the instances will be terminated (save $)

• But the results will be in the volume



3. Spot Instance termination + EBS Volume

Automatic termination after finishing job! (save $)



4. Create snapshot from the volume 



5.Create AMI from the snapshot 



6. Create new spot instance using the AMI



GPU, GPU, GPU



Solution: Spot Instance + EBS Volume

Automatic termination after finishing job! (save $)



TensorFlow-KR 회원을 위한 AWS 크레딧 제공! 

http://bit.ly/awskr-feedback
딥러닝 연구및 학습 

 AWS 100달러 무료 크레딧 제공

등록하시면 패키지를 받으실 수 있는 URL 및 AWS 학습 정보를 이메일로 보내드립니다!


