Lecture 7: DOQN

Reinforcement Learning with TensorFlow&OpenAl Gym
Sung Kim <hunkim+ml@gmail.com>



Q-function Approximation: Q-Nets
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Q-Nets are unstable

Episode: 1988 steps:
Episode: 1989 steps:
Episode: 1990 steps:
Episode: 1991 steps:
Episode: 1992 steps: 1
Episode: 1993 steps: 17

\{" ~\§> Episode: 1994 steps: 46
Episode: 1995 steps: 20

\\ﬁB Episode: 1996 steps: 17
Episode: 1997 steps: 15

Episode: 1998 steps: 33

Episode: 1999 steps: 22
2017-02-08 16:59:31.216 Pyth
Total score: 15.0




Convergence

@ienote learner’s current approximation to ().

T
mein Z[Q(St, at|f) — (re + 7 max Q(st+1,a']0))]7
t=0

> Converges to Q" using table lookup representation

» But diverges using neural networks due to:

Us Correlations between samples
\» Non-stationary targets

Tutorial: Deep Reinforcement Learning, David Silver, Google DeepMind



Reinforcement + Neural Net

A, There are some research papers on the topic:

25 o Efficient Reinforcement Learning Through Evolving Neural Network Topologies (2002)
¢ Reinforcement Learning Using Neural Networks, with Applications to Motor Control

¢ Reinforcement Learning Neural Network To The Problem Of Autonomous Mobile Robot
Obstacle Avoidance

"

And some code:
e Code examples for neural network reinforcement learning.

Those are just some of the top google search results on the topic. The first couple of papers look
like they're pretty good, although | haven't read them personally. | think you'll find even more
information on neural networks with reinforcement learning if you do a quick search on Google
Scholar.

> %t diverges using neural networks due to:

» Correlations between samples
<EX> Non-stationary targets

http://stackoverflow.com/questions/10722064/training-a-neural-network-with-reinforcement-learning



INNOVATIONS IN
The microbiome

\nature

THE INTERNATIONAL WEEKLY JOURNAL OF SCIENCE

DQN paper

www.nature.com/articles/nature14236

DQN source code:
sites.google.com/a/deepmind.com/dqgn/
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Self-taught Al software
attains human-level
performance in video games
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Tutorial: Deep Reinforcement Learning, David Silver, Google DeepMind



Two big issues

» But diverges using neural networks due to:

» Correlations between samples
» Non-stationary targets

Tutorial: Deep Reinforcement Learning, David Silver, Google DeepMind



|. Correlations between samples

Algorithm 1 Deep Q-learning

Initialize action-value functio@ndom weights

for episode = 1, M do
Initialise sequence s; = {x1} and preprocessed sequenced ¢1 = ¢(s1)
fort =1,7 do
With probability € select a random action at}\d
otherwise select a; = max, Q*(¢(s:), a;0)
Execute action a; in emulator and observe reward r; and image =4 1
Set 8441 = 8, ¢, T+41 and preprocess ¢z 1 = ¢(St+1)

Sety, — 4 T for terminal ¢ ;1
Y = r; +ymaxy Q(¢;+1,a’;0) for non-terminal ¢;44

Perform a gradient descent step on (y; — Q(¢;, a;; 6)))2 according to equation 3
end for
end for

Playing Atari with Deep Reinforcement Learning - University of Toronto by V Mnih et al.



|. Correlations between samples

Algorithm 1 Deep Q-learning

Initialize action-value function ) with random weights
for episode = 1, M do
Initialise sequence s; = {1} and preprocessed sequenced ¢1 = ¢(s1)
fort =1,T do
With probability e select a random action a;
otherwise select a; = max, Q*(¢(s¢), a;0)
Execute action a; in emulator and observe reward r; and image z;4
Set 8441 = 8¢, ¢, 141 and preprocess ¢y 1 = P(8¢11)
\L

Sety, — 4 T for terminal ¢
YT+ ymaxe Q(¢j.1,a';0)  for non-terminal ¢; 4,
Perform a gradient descent step on (y; — Q(¢;,a;;8))? according to equation 3

end for
end for

Playing Atari with Deep Reinforcement Learning - University of Toronto by V Mnih et al.



|. Correlations between samples

Local index
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Prerequisite: http://hunkim.github.io/ml/ or
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|. Correlations between samples

Local index
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2. Non-stationary targets




2. Non-stationary targets




DQN’s three solutions

|. Go deep
2. Capture and replay

» Correlations between samples

3. Separate networks: create a target network
- Non-stationary targets

Tutorial: Deep Reinforcement Learning, David Silver, Google DeepMind



Solution |:go deep
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Human-level control through deep reinforcement learning, Nature
http://www.nature.com/nature/journal/v518/n7540/full/nature 14236 .htm|




Solution |: go deep

» End-to-end learning of values Q(s, a) from pixels s
» Input state s is stack of raw pixels from last 4 frames
» Output is Q(s, a) for 18 joystick/button positions

» Reward is change in score for that step

32 4xA4 fileers 256 hidden units Fully-connected linear
output layer
16 8x8 filters
4x84x84
—
Stack of 4 previous . 1 Fully-connected layer
frames Convolutional layer Convolutional layer of rectified linear units
of rectified linear units of rectified linear units

Network architecture and hyperparameters fixed across all games
ICML 2016 Tutorial: Deep Reinforcement Learning, David Silver, Google DeepMind



Problem 2: correlations between samples

Local index
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(&on Solution 2: experience replay
S

K\/ 51,41, 12,52 dom sample
apture

& Replay

52,d2, 13,53

53,4d3, 14,54

"
mein Z[Q(st,atW) — (rs + 7 max Q(se41,a'|0)))?
t=0

St, dt, rt—|—17 St—|—1

ICML 2016 Tutorial: Deep Reinforcement Learning, David Silver, Google DeepMind



Solution 2: experience replay

Algorithm 1 Deep Q-learning with Experience Replay

transition((,, b1 i@ j
Sample random & 1n1bat ansitions (¢;, a;,7;, ¢j+1) fro@

- 7

Playing Atari with Deep Reinforcement Learning - University of Toronto by V Mnih et al.



Problem 2: correlations between samples

Local index
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Problem 3: non-stationary targets

S—

T

mein Z[Q(St, ai|0) — (re + 7 max Q(St—l—la a'l6))]”
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Solution 3: separate target network

mmz St,at])‘ \Tt —|—’YmaXQ St4+1,d Qj

Human-level control through deep reinforcement learning, Nature
http://www.nature.com/nature/journal/v518/n7540/full/nature 14236 .htm|




Solution 3: separate target network

input layer
hidden layer 1 hidden layer 2
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Solution 3: copy network

Sample random minibatch of transitions (QSj,aj,rj,d)j +,) from D

rj if episode terminates at step j+ 1
S@ 7j+7y maxy Q((/) otherwise

Q (¢j,a]‘ ,) : with respect to the

Perform a gradient descent step o
netw aramete

Every C steps rese Q
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input layer
hidden layer 1 hidden layer 2

() (2)Y (target)

output layer

input layer
hidden layer 1 hidden layer 2



gor cprRigg vith experiencereplay. Understanding
1
Initialize action-value function Q withArandom wei \& N
Initialize target action-value function Q with weigh ﬁ =0 atu re

For episode = 1, M do

Initialize sequence s; = {x; } and preprocessed sequence ¢, =¢(s;) Pape I i 20 I 5)
Fort=1,T do . =

With probability ¢ select a random action a; -

otherwise select a; =argmax, Q(¢(s;),a; 0)

Execute acfion a,jn emulator and obgserve rewarclqrt and image x; 4 ;
Set St+1=3S8t,0¢,Xt+1 and prepro ur‘ D¢ 41 :¢(St+1)
Store transition ((/)t,at,rt,(/ﬁt +1) 1n

@mbg minibatch of transitions (gb-,a]-,rj,(]ﬁj +1) fror@

rj if episode terminates at step j+ 1

i%jerrymaXa, R

otherwise

Perform a gradient (yj 0 ((/’)-,aj;%) ) i with respect to the
network parameters \ \
Every C steps reset Q= Q
End For ===
End For

Human-level control through deep reinforcement learning, Nature
http://www.nature.com/nature/journal/v518/n7540/full/nature 14236.html






